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Data Management Advisory Committee
March 1, 2013, Anchorage

Members in Attendance: Phil Mundy (Chair), Peter Olsson, Tom Heinrichs (and Jess Grunblatt), Warren Horowitz for Dee Williams, Angel Corona, Steve Lewis and Igor Katrayev  (AOOS/Axiom Staff): Molly McCammon, Rob Bochenek, and Ellen Tyler

Members by Phone: Allison Gaylord and Scott Pegau

Briefing From Rob Bochenek on Progress to Date:
Cyber Infrastructure Status: Rob displayed his “Data Flows” map from the last DMAC meeting and reflected that existing data flow through the system is fairly comprehensive for sensor and other direct observational data, numerical modeled and project data.  Local Indigenous Knowledge and social science data were identified as areas where gaps remain.  

User Applications: 

Research Workspace: Originally deployed April 12, 2012, the last six months have been marked by a noticeable increase in use - both in terms of the number of users and the amount of data being uploaded and ingested into the system via users.  The following graphs describe these increases.   
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Since the last DMAC meeting, Axiom has deployed a number of improvements to the system, including profile and project contact associations, allowing individual project metadata as well as file level metadata creation.  Project level security upgrades included firewalls preventing data modification by individuals not affiliated with a specific project group.  

What is the process for making a data set assembled on the workspace, publically available? And where should that data be published to (GINA, NODC, AOOS/IOOS)?
· Now that users have this defined area to stage their data, there is a desire to be able to upload directly to other AOOS products and NODC. 
·  We can’t be a permanent, long-term data archive w/out additional and consistent funding.  
· Once a project is finished, there still may be additional data management costs, which no longer have any source of funding to carry out.  
· Once a dataset is crystalized through archival to NODC and/or other public avenues, additional care must be taken to insure that any updates to the original data doesn’t break links to downstream users.
·  Ideally, once a dataset is published and links to other research products established, any changes or updates to that published data would be presented in a stand-alone product with all users of the original (now outdated data set) alerted.  By preserving access to original dataset upstream user links would be intact.  
How are users contributing financial support to maintain the Workspace?

· Most groups are providing some funding for operations and maintenance. Existing projects (GOAIERP, Gulf Watch, Herring Research) are providing most of the funding for development.  No funding is available for the oil and gas industry dataset at this time. AOOS is providing that access as a public service.
How will people pay for further development of this service, and will there a tax or fee for use?

· We have been writing proposals to NSF and others for additional development and expansion of the Workspace.
Would an agency like National Marine Fisheries Service contribute to this given executive level directives to make data more accessible?

· The Workspace is a way of easing scientists into these requirements.
·  Right now all the data sharing agreements are basically unfunded mandates, and not all agencies are planning the costs of data management into their budgets. 
· The cost occurs in data storage/archiving.  NODC is requesting info about datasets prior to data collection.  Still a question of how to maintain this data management post-project completion. 
What about in the University setting?

· Endpoint in science traditionally was a report/findings, not raw data or data outputs.  These data endpoints are under-recognized in the tenure and other advancement opportunities within institutions.  
· NSF can and does influence the university system, which has added benefit of reaching beyond agency jurisdiction. 
·  In the university environment, it is confusing to figure out how to store and share data – and no one is going around advocating for use of something like the Workspace. It would be difficult for a researcher to know about this. Maybe through a funding agency requirement? 
What is the path for integration of the oil industry data into the Ocean Portal?

· We’re still vetting and staging this data.
· We will be looking for ways to fund adding value to these datasets.
· The PacMARS project is using some of these data for synthesis.
Who decides what is relevant to host on the AOOS system and how does a researcher become aware of this resource?

· Right now education and outreach is limited to word-of-mouth and some poster and presentation events. 
What types of project management tools exist on the Workspace?

· The group discussed making an admin tag- so that when you update “sampling design” it links to all other sample designs.  Other project reminders, checkpoints and deadlines could borrow heavily from other existing programs like basecamp. 
How are you capturing best practices?

· Requesting feedback from users.
·  Cataloging feedback in an open “Ocean Workspace Help” document.
·  Concept is for users to define and self-manage the workspace to cultivate best practices
The Ocean Portal Framework, which supports two new data tools (the Arctic Portal and the Cook Inlet Response Tool) and an updated Model Explorer, has received positive initial feedback, but additional outreach and follow-up are needed to build and serve communities of users.  

· All three of these data tools are now iPad/ISO compliant, which has been a big priority voiced by existing and test users.
·  In 6 months all the other AOOS data tools will be all HTML5.
· In mid-April Darcy will be doing more targeted outreach and feedback on new data tools. 
· Comment about navigation: navigation from homepage to the applications and from one application to another needs improvement.  Branding and naming needed so that people know what they will get when they click and how to get back.

Historical Data: high priority but second to capturing observations (our mandate). Need a standard procedure for dealing with historic data.  

· Some low-hanging fruit: archiving all of our data feeds since Feb 1 2012. We are storing in a database but at some time will need to transition to net.cdf. In May we will have that year available with a time slider at the bottom of the sensor map – It will also be in HTML5.
·  Historical sensor data that are not being archived by NOCD or anyone else would be a good product for AOOS to go after.  Project data from cruise and field experiments should come through the Research Workspace.  For example, the EVOS historical data salvage is not exposed publicly yet, but coming in through the Workspace, and will ultimately be made public.  
· There was general agreement that we would need more targeted funding to go after additional historical data.  Scott Pegau expressed interest if there was funding.  There is particular interest in FAA data, which disappears.  (Weather data goes to NCDC and the interoperability and accessibility of this data is apparently getting better over time. However, a lay user is still not going to be able to find, retrieve or use historical NCDC data.)
· There was some discussion about what direction archiving data could take if there were funding and in the end it seems like a project-by-project issue of how to best make data accessible for general public. 
·  1979-2009 weather data on the North Slope – needs QAQC – 1) expose 2) get quality control from the Workspace. 
· Model data- we already have hindcast models. 
· Rob is working on a tool that allows drawing polygons for a region rather than a single point “virtual sensor”.

Other Data Management Activities: 

Arctic Observing Viewer, Allison Gaylord

Allison gave an overview of the application she has been developing at the request of NSF Arctic Observing Network (AON) program (PPT posted on website: www.aoos.org/).  The viewer can be located at www.arcticobservingviewer.org. This application has some overlap with the AOOS Arctic Assets Map. There was a general consensus that while it is great to have multiple portals, we need to coordinate efforts better and not be duplicative/redundant.  AON is gearing up now to begin distributing a form for researchers to input their research into the new NSF viewer, and there was a caution expressed within the group not to ask the same people for the same information twice.  AOOS has already collected this information and it would be better for us to share this in aggregate than have AON spend time re-collecting responses.  
 

Statewide ShoreStation and Fish Atlas Steve Lewis, NMFS AKR

These two products will be live within 45 days!
· Fish Atlas will provide information on the distribution, relative abundance, and habitat use of nearshore fishes in Alaska.  

· ShoreStation is a compilation of hundreds of intertidal sites that were visited and evaluated throughout the coastal waters of Alaska.

ShoreZone Kotzebue imagery web posted to ShoreZone sites; mapped attribute data coming soon.  Arctic survey data is being posted as soon as it is available.  

NOAA is cataloging ShoreZone RAW video.  This raw video data will eventually be converted to an Internet accessible file format.    

Warren Horowitz, BOEM: Working with Marine Cadastre to make Alaska environmental studies project data more easily searchable and accessible: geoespis project.

Update on AOOS Projects & Activities:

· Continued budgetary uncertainty.  Expecting flat funding, or 6% cut in Regional IOOS line in the federal budget. Sea Ice Atlas to be completed this year so that frees up some base funding.
· Continued progress on Begich’s Arctic Science Bill – if passed, would be a new source of funding for AOOS, the Arctic Research Commission and NPRB.  A conceptual Arctic Coastal Ocean Build-out Plan is now posted on the AOOS website for review.
· The Supplemental Appropriations bill that was passed after Superstorm Sandy did provide limited funds to IOOS to fixed broken equipment in DE, NY and NJ, but the $22.5 million request from the 5 east coast IOOS regions for “enhancements”- like hardening of equipment; increased glider fleet to collect real-time water temperature during storms and improvements to models to better predict storm intensity– were targeted and eliminated in the House.  The IOOS regions are now trying to gauge interest in a smaller “extreme weather events” initiative that would provide funding for all 11 regions.
· The regional ocean partnership program is still moving forward, although funding is uncertain. AOOS submitted a proposal into that program to extend the STAMP project, which funds some of the AOOS data management activities.
· The AOOS Board will meet in April and one major agenda item will be the role of modeling in the AOOS scope of work. Committee members should contact Molly or Ellen if they have thoughts or feedback on this issue.
Follow-up on Prior Recommendations/Action Items:

· Refinements to data applications: Following up on the recommendations from the last meeting, there is now a button, which directs Internet Explorer users to launch the Research Workspace in Chrome or Firefox.  The default for the Research Assets Map has been changed to Jan 1-Jan 1 for present year. The need to create a systematic way to receive and implement feedback on data products has been heard and will be a priority for Axiom over the next 6 months. Right now feedback is solicited through targeted user sessions and from a feedback button on all applications on the website.  

· End-to End monitoring of sensor feeds: a process is underway, but needs further documentation.
· Axiom is still working on adding HF radar to the real-time sensor map- the issue is that the Sensor map displays points, not gridded information.  HF Radar is available on the Model Explorer.  May add to both, but in different ways. 

· Axiom is waiting on a new issue of IOOS standards before provide archived sensor data to the sensor map.  On track for a May release.   
· Figure out where raw data from industry studies could be plugged into AOOS tools vs. what needs further processing. 

· Go after some of historical sensor data, which is not being archived by NOCD to be included in AOOS system.
· Rob is working on application to draw polygons for a region to access data in addition to a single point “virtual sensor”. 

· Figure out a mechanism for publishing (PWS as test-case) data through the Ocean Workspace.
· Continue process to automate data archival to NODC. 

· In 6 months all AOOS data tools will be in HTML5. 

Collaboration/Communication
Following up on the recommendations from the last meeting, AOOS briefed the DMAC group on the ADFG partnership. The DMAC received and offered initial feedback on new tools for beta testing. Molly will send the committee copies of the new integrated AOOS budget. 
Sense of the Committee: The meeting closed with a Sense of the Committee that Axiom is making great progress with the AOOS data system over the past two years, and the committee is looking forward to additional progress in the next year.

Meeting follow-up activities:
· Molly will send out integrated budget to committee members.
· Molly will discuss Arctic Observing Viewer and its potential overlap with Arctic Assets map with Erica Key, AON Program Director
· Staff will continue to work with user communities to get feedback on Cook Inlet Response Tool to improve functionality.

· AOOS will follow-up on funding to increase industry data access and usability. 

The next DMAC meeting was tentatively set as September 20. We will be contacting the committee with a doodle poll to firm up that date. Some time in July or August, we will hold a work session via teleconference to discuss the 2014 Work Plan for the AOOS Data system.  
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